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The Detector:

A 10000 tons

A 19 subdetectors built on
different technologies

A 2 magnets

dE/dx in TPC (arb. units)

Collaboration:

A 37 countries

A 154 institutes
A 1500 members

Main physics focus:

A Heavy ion physics at LHC
energies

A Proton -proton physics

p/z (GeV/o)




ALICE Detector Control System

u Guaranties:
u 24/365 safe and stable operation of the experiment

u Partial detector control systems are built by experts
of the detector teams

u The Central DCS Team provides:

u Distributed control system based on commercial I,
components '

u  Computing and network  infrastructure

u Software framework and tools

u Implementation guidelines and operational rules
u Integration of detector systems

u Interfaces to external systems and LHC

u  Training of operators and uninterrupted expert on call
service

u First line support for software developers




The ALICE DCSad Context and Architecture
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Devices with similar functionality are grouped into )
subsystems. About 100 different subsystems are ’ Radiation I

implemented in ALICE. .




Each detector builds 1ts own
distributed control system

DETECTOR DETECTOR

Each detector system is built as an
autonomous distributed system of 2 -16 WINCC
systems




ALICE DCS Systems

Central systems connect to all
detector systems

The central systems connects to detector
system and form one large distributed system
sharing the data and the control




